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Abstract—This paper presents an algorithm that generates test
programs in order to test programming languages and domain
specific languages using formal methods. The novelty of the
approach is that it is embedded into a model driven engineering
environment and it is described as a model finding problem.
The grammar of the language and the respective test programs
are represented as meta-models and models, respectively. As
a result, model finders are utilized to generate test programs
based on user constraints while additionally ensuring embedded
constraints of the programming languages. An experimental
evaluation demonstrates the applicability of the approach.

I. INTRODUCTION

Recently model finders have become significantly attractive

in the field of Model Driven Engineering (MDE). Leveraging

the achievements in automatic proof techniques, model finders

became applicable for solving verification tasks on meta-

models (e.g. [1]–[3]). Model finders require a meta-model

and a list of constraints and return a model that conforms

to the meta-model and meets the given constraints, if such a

model exists. Otherwise, the absence of a model adhering to

the constraints is proven.

Furthermore, model driven engineering techniques have

found application in many aspects of software engineering.

One particular example is Xtext, a parser generator that

integrates well into the Eclipse Modeling Framework (EMF),

an implementation of the Meta Object Facility (MOF) [4]

based on the Eclipse IDE. In Xtext, the grammar description is

transformed into a meta-model and each program corresponds

to a model that conforms to that meta-model. The model can

also be seen as the in-memory abstract syntax tree.

However, due to the explicit use of meta-models and

models, model finders can be directly applied. Since models

correspond to programs of the respective grammar, the result

of the model finder is a program. In other words, in the context

of Xtext and grammars as meta-models, model finders become

“program finders.”

Many approaches for grammar-based program generation

have been proposed in the past, e.g. [5]–[10]. The aim of this

paper is not to compete with these algorithms. Instead, we

show that the problem can be described in terms of a model

finding application therefore demonstrating the generality of

these methods.

The applicability of the proposed approach has been eval-

uated with experiments based on the languages CoffeeScript,

EAttribute EClass EReference

eSuperTypes*

Fig. 1. Subset of the Ecore meta-meta-model

Lua, and BibTEX. The results of the evaluation show that many

test programs can be generated efficiently.

The paper is structured as follows. In the following sec-

tion, preliminaries provide the necessary background that is

required for the paper. Section III illustrates the general idea,

while precise application scenarios are given in Section IV.

In Section V, the results of the experimental evaluation are

presented before the paper is concluded in VI.

II. PRELIMINARIES

In order to keep the paper self-contained, this section

provides the necessary background by outlining the Eclipse

Modeling Framework, Xtext, the Object Constraint Language,

and model finding.

A. Eclipse Modeling Framework

The Eclipse Modeling Framework [11] provides modeling

languages and tools in order to facilitate the development of

applications and work flows based on structured model data.

As an example, the EMF provides textual and graphical editors

to design meta-models and their models, as well as algorithms

for code generation or generation of basic editors. Initially

aiming at providing an implementation of the Meta Object

Facility [4], the EMF contains its own meta-meta-model called

Ecore which can be seen as an implementation of the Essential
MOF (EMOF) [4].

A subset of the Ecore meta-meta-model that is relevant for

ongoing discussions is depicted in Fig. 1. The central element

is a class (EClass) that describes an atomic entity and holds

data by means of attributes (EAttribute) and references (ERef-
erence) to other classes. Polymorphism is modeled with the

eSuperTypes reference. Since an arbitrary number of super

types can be specified, multiple inheritance can explicitly be

modeled with the Ecore meta-meta-model. Notice that the

Ecore meta-meta-model is modeled by its own description

means, i.e. all three classes in Fig. 1 are in fact instances

of an EClass.
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B. Xtext

The Xtext Eclipse plugin [12] is helpful when implementing

programming languages or domain specific languages (DSLs)

by covering all aspects of a complete language infrastructure.

The plugin can generate a parser, a linker, compilers, and

interpreters, as well as IDE elements such as editors, syntax

highlighting, validation, and auto checks.

Xtext’s grammar syntax is based on ANTLR [13] and in fact

ANTLR is used for a variety of tasks under the hood. An ex-

ample of such a grammar for a simple DSL is given in Fig. 2.

This DSL allows for writing statements (Line 5) to declare

variables (VarDecl, Line 8), to print variables (PrintVar,

Line 10), and to store variables in a file (SaveVar, Line 12).

Notice that no semantics has been defined in the grammar.

Choices are denoted by ‘|’ and non-terminals by quoted

strings. Furthermore, ID, INT, and STRING are predefined

rules that match identifiers, integers, and strings, respectively.

Within rules, variable assignments provide identifiers to access

the individual elements of a rule, e.g. filename in the

rule SaveVar.

Xtext can be well integrated into MDE work flows, since

besides all the language artifacts mentioned above, also a

meta-model for the grammar is automatically inferred. The

abstract syntax tree when parsing a source file is an in-memory

model that conforms to this meta-model. For this purpose,

Xtext makes use of the EMF. Roughly speaking, each rule is

translated to an EClass, each property to an EAttribute, and

each reference to another rule as an EReference based on the

Ecore language.

The Ecore meta-model for the grammar defined in Fig. 2 is

visualized in Fig. 3. As can be seen, each rule is represented

as a class and a reference has been inferred from the relation

between the program and statements. Further, the inheritance

relation between Statement and VarDecl, PrintVar,

and SaveVar has been detected. Also the name property

which all three statements have in common is automatically

detected and therefore added as an attribute to the common

parent class. In a similar fashion, attributes are generated for

the value in the VarDecl rule as well as for the file name in

1 grammar org.example.MiniDSL with
2 org.eclipse.xtext.common.Terminals
3 generate miniDSL "http://example.org/MiniDSL"

4 Program:
5 statements += Statement+;

6 Statement:
7 VarDecl | PrintVar | SaveVar;

8 VarDecl:
9 name = ID "=" value = INT;

10 PrintVar:
11 "print" name = ID;

12 SaveVar:
13 "save" name = ID "to" filename = STRING;

Fig. 2. Xtext grammar for a simple domain specific language

Program
Statement

name: EString

VarDecl
value: EInt

PrintVar
SaveVar

filename: EString

statements
1..*

Fig. 3. Meta-model generated from grammar in Fig. 2

the SaveVar rule.

In summary, the model hierarchy imposed by the Xtext

framework is outlined in Fig. 4. Each grammar is an instance

of the Ecore model and each program is an instance to its

respective grammar.

C. Object Constraint Language

Meta-models such as the ones built with the EMF and

introduced in the previous sections can additionally be ex-

tended by textual constraint given in the Object Constraint
Language (OCL) in order to restrict the set of valid models

that can be instantiated from it [14]. OCL offers a variety

of functions and notations in order to write constraints and

object query expressions on model elements that cannot be

described by means of the modeling language, which is often

only available in a diagrammatic representation. Plugins such

as OCLinEcore [15] allow for a convenient integration within

other modeling tools.

As an example, the constraint

context Program inv decl:
statements->select(not oclIsTypeOf(VarDecl))

->forAll(s | statements->exists(s2|
s2.oclIsTypeOf(VarDecl) and
s.name = s2.name))

(1)

expresses that all statements which are not variable decla-

rations must refer to declared variables. In detail, first a

subset of all statements consisting of only PrintVar and

SaveVar statements is obtained using the select function. For

all elements in this subset, there must exists another statement

which is of type VarDecl such that the variable names match.

We distinguish between integrity constraints which are

constraints that are part of the meta-model and must hold for

any instantiated model and additional constraints that must be

only valid under certain local considerations. The constraint in

Equation (1) is an integrity constraint, since for each model it
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Fig. 4. Model hierarchy
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Fig. 5. Model finder

must hold that every used variable is being defined. In contrast

to that, the constraint

context VarDecl inv positive:
value > 0

(2)

is an additional constraint that requires all variables being

initialized with positive values.

D. Model Finding

Given a meta-model and additional constraints, a model
finder returns one model that meets the additional constraints

or proves that no such model exists. In order to execute a

model finder automatically also a scope has to be given as

input, i.e. bounds for possible object instances and values for

data types. This is necessary as otherwise the problem of

finding a model becomes undecidable [16]. As an example,

one could restrict the scope to 100 statements and 32-bit

integers when performing model finding on the meta-model

in Fig. 3.

Model finders have been implemented using different strate-

gies such as Boolean satisfiability [1], [17], SMT [2], or con-

straint satisfaction problems [18]. Although mainly focusing

on UML [19], the approaches can easily be applied to similar

languages such as EMF, as e.g. demonstrated in [20].

In the scope of this work we consider model finders as

a black box as depicted in Fig. 5. Besides the meta-model,

constraints, and scopes, a further input is given by a set of

blocking models. Since a model finder can only find one

model, found models are added to the set of blocking models

in order to iteratively find several solutions. The user has no

influence on the found solution other than by constraints and

blocking models. This solution can be arbitrary, in particular

since the model finder depends on the underlying proof

algorithms which in turn often make use of random numbers

when traversing the search space.

III. OVERALL FLOW

Fig. 6 outlines the overall flow for the proposed algorithm

using paper sheets and gears to depict files and programs,

respectively. The large box encloses the algorithm that takes

two inputs and produces one output. More precisely, given

• a grammar that describes the syntax of the programming

language

• and additional constraints that describe properties,

test programs are automatically generated which meet the

given constraints. For this purpose, first a meta-model is

automatically deduced from the grammar description of the

programming language as it has been demonstrated in Sec-

tion II-B. This meta-model is given as input to a model finder

Chunk Statement

Block
Statement_For_Numeric

iteratorName: EString

Expression

statements
*

block 1

1
startExpr

0..1
stepExpr

untilExpr 1

Fig. 7. Excerpt of the Lua grammar as meta-model

together with the additional OCL constraints which describe

the constraints for the desired test case. If the model finder

cannot find a satisfiable solution it can be concluded that no

program exists that fulfills the constraints. In this case, either

the constraints were formulated too strong or there is a bug

in the grammar representation. If however, the model finder

returns a valid model, it can be transformed into a program of

the tested programming language using Xtext.

Please notice that the OCL constraints are not only con-

straints on the deduced meta-model, but also on the grammar

itself, in particular since all names are preserved when map-

ping rules and variables to classes and attributes or references,

respectively. As a result, the developer does not need to know

any properties of the meta-model which stays hidden in the

algorithm and is only used internally.

IV. PROGRAM CONSTRAINTS

This section illustrates how OCL constraint can be used in

order to generate test programs by making use of the grammar

and the model finder. We do this exemplary using two use

cases, nested for loops and statement diversity.

A. Nested For Loops

The first use case describes how to obtain nested for loops

using OCL constraints. For this purpose we use the Lua

grammar of which the relevant excerpt is given in Fig. 7.

A program is organized in chunks, where chunks and blocks

have in principle the same syntax, just share different names.

A chunk can be seen as the entry point of a program which is

nothing else but an executable block. Each block has a possible

non-empty list of statements and one particular statement is

the numeric for loop. It consists of an iterator name and three

expressions for initializing the iterator (startExpr), querying

the iterator (untilExpr), and updating the iterator (stepExpr).
The syntax of a numeric for loop is given as:

for iteratorName = startExpr,untilExpr,stepExpr do
block

end

Given a scope of one chunk, n blocks (including the chunk),

and n − 1 numeric for statements, applying the model finder

to the Lua grammar with the constraint

context Chunk inv nested:
Block.allInstances()->one(statements->size()=0)

(3)

yields test programs which have n − 1 nested numeric for

loops.
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Fig. 6. Overall flow of the proposed algorithm

Notice that the constraint ensures the nested for loop struc-

ture, however, all other elements of the test program such as

the iterator name or loop expressions can be arbitrary assigned

by the model finder. Calling the model finder in an iterative

manner while additionally blocking previously found solutions

automatically yields different test programs that share the

property of having nested for loops.

B. Statement Diversity

Next, programs should be generated that consist of a diver-

sity of statements. More precisely, each block in a program

should consist of a defined minimum of statements which

should all be of different kinds. It turns out that this task is not

as easy as the previous one and requires some modification of

the grammar meta-model. However, the modification of the

meta-model is an easy step in Xtext as it has special post-

process methods that can be integrated into the work flow.

We are adding an integer attribute type to the class State-
ment that is the common super class for each statement. Then,

each statement specialization is enhanced with an integrity

constraint as follows:

context Statement_For_Numeric inv t: type = 0
context Statement_For_Generic inv t: type = 1
context Statement_While inv t: type = 2
context Statement_Repeat inv t: type = 3
...

This ensures that each statement has a different type, which

is necessary as it is not possible to compare the types in OCL

expressions directly. Given the extension of the meta-model

by the type attribute and the respective integrity constraints

programs with diverse statements can be generated e.g. by

using the following additional constraint:

context Block inv diverse:
statements->size() >= 3 and
statements->forAll(s1, s2 |

s1 <> s2 implies s1.type <> s2.type)

It states that each block must have at least three statements

and that the types of these statements must be unique.

As can be seen, constraints can be posed using only a few

short OCL expressions. Sometimes it might be necessary to

extend the meta-model which is a simple task when using

Xtext’s extension methods.

TABLE I
EVALUATED PROGRAMMING LANGUAGES

Language Rules References Variables
CoffeeScript 66 76 14
Lua 59 75 15
BibTEX 40 73 26

TABLE II
EXPERIMENTAL RESULTS

Language Benchmark Run-time (secs)
CoffeeScript Nested For (n = 25) 0.46
CoffeeScript Nested For (n = 26) 0.48
CoffeeScript Nested For (n = 27) 0.53
CoffeeScript Nested For (n = 28) 0.57
CoffeeScript Nested For (n = 29) 0.61
CoffeeScript Nested For (n = 30) 0.63
Lua Nested For (n = 25) 0.66
Lua Nested For (n = 26) 0.68
Lua Nested For (n = 27) 0.71
Lua Nested For (n = 28) 0.74
Lua Nested For (n = 29) 0.80
Lua Nested For (n = 30) 0.81
BibTEX Diversity (n = 16) 0.36
BibTEX Diversity (n = 17) 0.41
BibTEX Diversity (n = 18) 0.43
BibTEX Diversity (n = 19) 0.47
BibTEX Diversity (n = 20) 0.50
BibTEX Diversity (n = 21) 0.54
BibTEX Diversity (n = 22) 0.62
BibTEX Diversity (n = 23) N/A

V. EXPERIMENTAL EVALUATION

We have implemented the proposed approach using

Xtext 2.3.1 [12] and ocl2smt [2] as model finder using Z3 [21]

as back-end solver. As languages CoffeeScript [22], Lua [23],

and BibTEX [24] were used. Their grammar characteristics

such as number of rules, number of references to other rules,

and local variables (such as integers and strings) are listed in

Table I.

For CoffeeScript and Lua we have conducted the “nested

for” experiment that has been described in Section IV-A

whereas for BibTEX we have generated instances which cover

many different entry types as described in Section IV-B.

All results are listed in Table II. The configuration param-

eter n describes the number of nested loops and the number

of overall entries for the nested for and diversity experiments,

respectively. As can be seen, each experiment was processed

within less than a second, hence the approach can generate test



programs in a reasonable run-time. The model finder based

approach should not be expected to scale better than random

test program generators. We have run into problems when

trying to generate large instances for the BibTEX diversity

benchmarks as the model finder could not create the instance.

However, this is caused by limitations in the implementation

of the model finder and should be resolved in the future.

VI. CONCLUSIONS

We have proposed an approach that facilitates model finding

algorithms in order to generate test programs for the auto-

matic testing of programming languages and domain specific

languages. For this purpose, the grammar of the language is

interpreted as a meta-model such that programs of the lan-

guage can be seen as models conforming to this meta-model.

As a result, model finders act as program finders that not only

ensure the embedded constraints of the language (by means

of integrity constraints in the meta-model) but also additional

constraints that should hold for the generated test program in

mind. Using model finders, many constraints can be posed

in order to generate test programs in comparison to random

test generators in which the generator’s implementation needs

to be adjusted to support new constraints. An experimental

evaluation demonstrates that the approach is feasible although

formal methods are used under the hood.
In future work we want to concentrate on a better integration

into the work flow, e.g. by implementing the whole algorithm

as an Eclipse plugin. Furthermore, it would be interesting to

explore how scalable the approach performs when generating

very large instances and determine common patterns in the

constraints leading to a possible domain specific constraint

language for the generation of test programs.
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