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Abstract—The development of synthesis approaches for
reversible circuits is an active research area. Besides
heuristic methods, also exact synthesis received significant
attention. Here, circuits realizing the desired functions
e.g. with a minimal number of gates are determined. How-
ever, so far exact synthesis considering Toffoli gate circuits
with positive control lines only has been considered.

In this paper, we are extending the scope of exact
synthesis by additionally considering negative control lines
in the circuits to be synthesized. For this purpose, we
propose and evaluate a SAT-based synthesis method. Our
experiments show that incorporating negative control lines
leads to smaller circuits with respect to the number of
gates. Furthermore, in some cases even the run-time of
the synthesis can be improved.

I. INTRODUCTION

Reversible logic is an intensively studied research
area, which has several applications in emerging tech-
nologies like quantum computation [1], low-power de-
sign [2], [3], and others. In order to obtain a circuit
representation that realizes a given function, synthesis
is performed. Therefore, several restrictions have to
be considered. In particular, fan-out and feed-back are
not directly allowed [1]. Consequently, a circuit for
reversible logic usually is composed as a cascade of
reversible gates. Most frequently applied is thereby the
Toffoli gate originally proposed in [4].

Due to these restrictions and the different gate library,
conventional synthesis methods often cannot be applied
appropriately. Thus, researchers developed new synthesis
approaches dedicated to reversible circuits (see e.g. [5],
[6], [7], [8], [9], [10]). Most of the existing algorithms
employ a heuristic nature, e.g. they realize circuits whose
number of gates is not optimal.

In contrast, exact synthesis algorithms determine a
minimal circuit realization for a given function, i.e. a
circuit with a minimal number of gates or quantum costs,
respectively. Ensuring minimality often causes a large
computation time and, thus, exact approaches are only

applicable to relatively small functions. Nevertheless, it
is worth to consider exact methods, since

• they allow determining smaller circuits than the
currently best known realizations,

• they allow the evaluation of the quality of heuristic
approaches, and

• they allow the computation of minimal circuits as
basic blocks for larger circuits.

For example, improving the heuristic results by 10 % is
significant, if this leads to optimal solutions, but marginal
if the generated circuits are still factors away from the
optimum. To obtain such conclusions, the optimum must
be available.

Motivated by this, researchers proposed different ap-
proaches aiming for the synthesis of circuits with optimal
quantum costs [11], [12] as well as an optimal number
of reversible gates [5], [13], [6]. However, in all these
approaches synthesis of reversible circuits composed of
Toffoli gates with positive control lines only have been
considered.

In this work, we address exact synthesis of Toffoli
gate circuits which additionally makes use of negative
control lines in Toffoli gates. We propose a SAT-based
synthesis method based on the concepts presented in [6].
More precisely, the synthesis problem is formulated as a
sequence of decision problems. The decision problems
are encoded as instances of Boolean satisfiability (SAT).
As soon as one of these instances becomes satisfiable,
a Toffoli circuit representation for the given function is
found. In contrast to [6], we allow Toffoli gates with
both, positive and negative control lines.

As shown by the experimental evaluation of the
proposed approach, incorporating negative control lines
leads to smaller circuits with respect to the number of
gates. In fact, using the proposed approach enables the
generation of Toffoli circuits which are smaller than the
currently best know realizations — even smaller than the
ones known as minimal today.
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Furthermore, additionally considering negative control
lines sometimes even improves the run-time of the syn-
thesis. This is due to the fact that, although recognizing
negative control lines in fact increases the complexity
of the search, the additional consideration of negative
control lines often leads to smaller circuits resulting in
an earlier termination of the algorithm.

The remainder of the paper is structured as follows.
The next section provides an overview of the required
background, i.e. reversible logic and reversible circuits
as well as Boolean satisfiability are briefly reviewed.
Section III described the proposed SAT-based synthesis
method which generates circuits with the minimal num-
ber of gates. Finally, experimental results are provided
and discussed in Section IV before the paper concludes
with Section V.

II. BACKGROUND

In order to keep the paper self-contained, the following
section briefly reviews the basics on reversible logic and
Boolean satisfiability.

A. Reversible Logic and Reversible Circuits
A Boolean function f : IBn → IBn is reversible if it

is bijective, i.e. if each input pattern is uniquely mapped
to a corresponding output pattern. The synthesis problem
is defined as the task of determining a reversible circuit
for a given function f .

Reversible circuits differ from conventional circuits,
since e.g. fanout and feedback are not directly al-
lowed [1]. Usually, they are built as a cascade of re-
versible gates. Most frequently applied is thereby the
Toffoli gate [4].

Definition 1: Let X = {x1, . . . , xn} be a set of
variables or circuit lines. Then, a reversible circuit is
described as a cascade g1 . . . gd. A gate gi = (Ci, ti), i ∈
{1, . . . , d}, is a tuple of a set Ci ⊂ {x% | x ∈
X, % ∈ {−,+}} of (positive and negative) control lines
and a target line ti ∈ X with {ti} ∩ Ci = ∅. The
target line ti of a Toffoli gate is inverted if and only
if all positive (negative) control lines evaluate to one
(zero). The values of all remaining lines are passed
through the gate unaltered. That is, the Toffoli gate maps
(x1, . . . , xti , . . . , xn) to (x1, . . . ,

∧
x∈Ci

ẋ⊕ xti , . . . , xn)
with ẋ = x for any x+ and ẋ = x for any x−.

Example 1: Fig. 1 shows a reversible circuit with
three lines and composed of four gates. The target lines
are denoted by , while a represents a positive control
line and a represents a negative control line. For
example, assigning the input pattern 001 to the circuit
results in the output pattern 101. Due to the reversibility,
this computation can be performed in both directions.

x1 = 0 x′
1 = 1

x2 = 0 x′
2 = 0

x3 = 1 x′
3 = 1

Fig. 1. Reversible circuit

B. Boolean Satisfiability

The Boolean Satisfiability (SAT) problem is defined
as follows:

Definition 2: Let h be a Boolean function in Con-
junctive Normal Form (CNF), i.e. a product-of-sum
representation. Then, the SAT problem is to determine
an assignment for the variables of h such that h evaluates
to 1 or to prove that no such assignment exists.

The CNF consists of a conjunction of clauses. A
clause is a disjunction of literals and each literal is a
propositional variable or its negation.

Example 2: Let h = (x1 + x2 + x3)(x1 + x3)(x2 +
x3). Then, x1 = 1, x2 = 1 and x3 = 1 is a satisfying
assignment for h. The values of x1 and x2 ensure that
the first clause becomes satisfied while x3 ensures this
for the remaining two clauses.

Once it is proven that no solution exist, an in-
stance is called unsatisfiable (UNSAT), otherwise sat-
isfiable (SAT).

SAT is one of the central NP-complete problems.
In fact, it was the first known NP-complete problem
that was proven by Cook in 1971 [14]. But in the
past, efficient solving algorithms (so called SAT solvers)
have been proposed (see e.g. [15]). Instead of simply
traversing the complete space of assignments, intelli-
gent decision heuristics, conflict based learning, and
sophisticated engineering of the implication algorithm by
Boolean Constraint Propagation (BCP) lead to an effec-
tive search procedure. Due to these efficient algorithms,
problem instances consisting of hundreds of thousands
of variables, millions of clauses, and tens of millions of
literals can be handled.

III. THE SYNTHESIS APPROACH

In this work, exact synthesis of Toffoli gate circuits
with negative control lines is considered and evaluated.
Therefore, a synthesis approach is proposed which ap-
plies the general concepts introduced in [6]. This section
describes the proposed synthesis approach in detail.

A. General Concepts

In [6], the exact synthesis problem is formulated as
a sequence of decision problems. Given the reversible
function f : IBn → IBn, it is checked whether f can be
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Fig. 2. Exact SAT formulation for n = 4 and d = 4.

synthesized using d = 1 Toffoli gates. If this fails, then d
is increased until a realization has been determined.
Since d is iteratively increased starting with d = 1, min-
imality is ensured. The respective checks are performed
by

• encoding the synthesis problem as an instance of
Boolean satisfiability and

• using a SAT solver to solve this instance.

For this purpose, SAT instances are created that be-
come satisfiable if and only if a circuit with d gates
representing the function exists. To this end, Boolean
variables and constraints as introduced in the following
are applied.

Definition 3: Let f : IBn → IBn be a re-
versible function to be synthesized. Then, variables
xki,0, x

k
i,1, . . . , x

k
i,n−1 are applied to represent the input-

(for k = 0), the output- (for k = d), and the auxiliary
values (for 1 ≤ k ≤ d − 1) of the circuit to be
synthesized for each truth table line i of f . Therefore,
the left-hand side of the truth table corresponds to the
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Fig. 3. Representation of Toffoli gates by assignments to ~tk and ~ck

variables x0i,0, x
0
i,1, . . . , x

0
i,n−1, while the right-hand side

corresponds to the variables xdi,0, x
d
i,1, . . . , x

d
i,n−1.

Fig. 2 shows the respective variables for a function f
to be synthesized with n = 4 variables. The first row
of Fig. 2 represents the variables for the first truth table
line of f , the second row the ones for the second truth
table line of f , and so on.

Furthermore, variables representing the type of a Tof-
foli gate are introduced:

Definition 4: Let f : IBn → IBn be a reversible func-
tion to be synthesized. Then, tkdlog2 ne

, tkdlog2 ne−1
, . . . , tk1

and ck1, c
k
2, . . . , c

k
n−1 with 0 ≤ k < d are introduced,

whose assignments represent the type of the Toffoli gate
at depth k (for brevity denoted by ~tk and ~ck in the
following). The variable ~tk is used as a binary encoding
of a natural number tk ∈ {0, . . . , n − 1} which defines
the chosen target line. In contrast, ~ck denotes the control
lines. More precisely, assigning ckl = 1 (1 ≤ l ≤ n− 1)
means that line (tk + l) mod n becomes a control line
of the Toffoli gate at depth k.

Fig. 3 gives some examples for assignments to ~tk

and ~ck with their respective Toffoli gate representation.
Using these variables, constraints are introduced as-

signing the input and output of the truth table to their
respective x0i,j and xdi,j variables. Furthermore, for each
gate to be synthesized at depth k, functional constraints
are added so that (depending on the assignment to ~tk and
~ck as well as to the input xki,j) the respective gate output
xk+1
i,j is computed. As an example, consider ~tk = (01)

and ~ck = (001), i.e. with ck3 = 1. This assignment states
that the Toffoli gate at depth k has line tk = [01]2 = 1
as target line and line (tk + l) mod n = (1 + 3)
mod 4 = 0 as single control line. To cover this case,
constraints

~tk=(01) ∧ ~ck=(001)⇒


xk+1
i,0 = xki,0

∧ xk+1
i,1 = xki,1 ⊕ xki,0

∧ xk+1
i,2 = xki,2

∧ xk+1
i,3 = xki,3

(1)
are added for each truth table line i. In other words,
the values of lines 0, 2, and 3 are passed through,
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while the output value of line 1 becomes inverted, if
line 0 is assigned 1. Similar constraints are added for all
remaining cases.

As a result, a functional description has been con-
structed which is satisfiable, if there is a valid assignment
to ~tk and ~ck such that for all truth table lines the desired
input-output mapping is achieved. Then, the precise
Toffoli gates are obtained by the assignments to ~tk and
~ck as depicted in Fig. 3. If there is no such assignment
(i.e. the instance is unsatisfiable), then it has been proven,
that no circuit representing the function with d gates
exists.

B. Additional Consideration of Negative Control Lines
In order to additionally support negative control lines,

the SAT formulation proposed in [6] and reviewed above
has been extended. More precisely, the variables intro-
duced in Definition 4 to represent the type of a Toffoli
gate are extended as follows:

Definition 5: Let f : IBn → IBn be a reversible
function to be synthesized. Then, the type of the a
Toffoli gate still is represented by variables ~tk and ~ck.
However, in order to additionally enable the repre-
sentation of negative control lines, the size of ~ck is
doubled, i.e. ~ck = ck1, c

k
2, . . . , c

k
n−1, c

k
n, . . . , c

k
2(n−1). The

first bits ck1, c
k
2, . . . , c

k
n−1 still denote whether a line

(tk + l) mod n becomes a control line of the Toffoli
gate at depth k, while the latter bits ckn, c

k
n+1, . . . , c

k
2(n−1)

determine the polarity of the control line. This leads to
the following encodings:
• ckl = 0, ckl+(n−1) = 0: no control line
• ckl = 1, ckl+(n−1) = 0: negative control line
• ckl = 1, ckl+(n−1) = 1: positive control line

The redundant encoding ckl = 0, ckl+(n−1) = 1 leads
immediately to a conflict in the solver, which cuts a large
portion of the search tree.

Example 3: Fig. 4 shows the adjustment of the ck

variables in comparison to Fig. 3. The upper part show
the respective assignments for positive control lines,
while the bottom part shows the respective assignments
for negative control lines. Analogously, gates with mixed
positive and negative control lines are encoded in a
similar fashion.

Using these adjusted variables, the functional con-
straints are extended so that also negative control lines
are considered. That is, Eq. (1) is adjusted as

~tk = (01)∧~ck = (001001)⇒
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Fig. 4. Representation of Toffoli gates with negative controls by
assignments to ~tk and ~ck

x1 f1

x2 f2

x3 f3

(a) Only positive control lines

x1 f1

x2 f2

x3 f3

(b) Positive and
negative control
lines

Fig. 5. Different synthesis results when considering negative control
lines

In case of a negative control line, the encoding is
written as

~tk = (01)∧~ck = (001000)⇒


xk+1
i,0 = xk

i,0

∧ xk+1
i,1 = xk

i,1 ⊕ xk
i,0

∧ xk+1
i,2 = xk

i,2

∧ xk+1
i,3 = xk

i,3

Example 4: Fig. 5 shows minimal circuits represent-
ing the functionality of a Toffoli gate with two negative
control lines. If only positive control lines are considered
during synthesis, no circuit with less than four gates
results (see e.g. Fig. 5(a)). If in contrast negative control
lines are support, obviously a single gate is sufficient to
realize this functionality (see Fig. 5(b)).

IV. EXPERIMENTAL RESULTS

In this section, experimental results obtained by exact
synthesis with positive and negative control lines are
presented and discussed. To this end, the approach
described in Section III has been implemented in C++
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TABLE I
EXPERIMENTAL RESULTS FOR ALL FUNCTIONS WITH n = 3

Gates Circuits
0 1
1 12
2 102
3 625
4 2780
5 8921
6 17049
7 10253
8 577

Average ≈5.87

(a) Positive controls only [6]

Gates Circuits
0 1
1 27
2 369
3 2925
4 13282
5 20480
6 3236

Average ≈4.58

(b) Proposed approach

on top of RevKit [16]. SWORD [17] has been utilized
as underlying SAT solver. All experiments have been
conducted using an Intel Pentium with 3.6GHz and 2GB
of main memory. A timeout of 2000 CPU seconds has
been applied.

In a first evaluation, all 23! = 40320 possible re-
versible functions with n = 3 inputs/outputs have been
considered. Table II(a) shows the results obtained by
the original approach proposed in [6] (not considering
negative control lines), while Table II(b) shows the
results obtained by the proposed approach (additionally
considering negative control lines). In both tables, the
number of functions for each gate count and the average
number of gates required are listed. Each circuit has been
synthesized within less than one second. As can be seen,
additionally considering negative control lines enables
more compact circuit implementations with respect to
the gate count.

In a second evaluation, functions from RevLib [18]
have been synthesized. Table II summarizes these results.
Column Benchmark and Column n denote the name (in-
cluding the RevLib identifier) and the number of circuit
lines for each benchmark, respectively. Afterwards, the
number d of gates, the quantum costs QC1, as well as the
required run-time t are reported for circuits obtained by
the original approach as proposed in [6] (not considering
negative control lines) and the the proposed approach
(additionally considering negative control lines). Finally,
the differences with respect to gates, quantum costs, and
run-time are provided in the rightmost columns.

Additionally considering negative control lines in ex-
act synthesis enables the determination of smaller re-
versible circuits. In fact, for the majority of the bench-

1In order to calculate the quantum costs, the metric provided in
RevKit (using the calculations as introduced in [19] and optimized
in [20]) are applied.

marks from Table II, realizations with less gates can be
obtained. Considering that the circuits obtained in [6]
represent the best realizations obtained so far with re-
spect to the number of gates, this is a significant result.

Furthermore, in many cases the proposed approach is
able to realize the respective circuit in significantly less
run-time. Improvements of several orders of magnitude
are reported. In case of aj-e11_complete_74, the original
approach even is not able to finish within the timeout
of 2000 CPU seconds, while the proposed method gen-
erates the respective circuit in less than a second. At
a first glance, this seems contradictory considering that
recognizing negative control lines in fact increases the
complexity of the search. However, this effect can be
explained by the fact that the additional consideration
of negative control lines often leads to smaller circuits
which allows an earlier termination of the algorithm.

As a drawback, the improvement with respect to
the number of gates does not reflect to the re-
spective quantum costs. Only in some few cases
(i.e. 4gt4-v0_incomplete_29, neg_toffoli, and one-two-
three-v2_incomplete_45) the costs can slightly be re-
duced. For the majority of benchmarks, the quantum
costs remain the same or even increase. For circuits
where no improvement of gate count is achieved, one
can fallback to the circuit realization consisting of pos-
itive control lines only. Furthermore, determining better
mappings of Toffoli circuits including negative control
lines is subject to ongoing research (see e.g. [21], [22]).
Thus, we expect better mappings and accordingly better
quantum costs here.

V. CONCLUSIONS

In this work, we considered exact synthesis of re-
versible circuits composed of Toffoli gates with negative
control lines. For this purpose, a SAT-based synthesis
approach has been proposed and evaluated. Experiments
provided interesting results. Additionally considering
negative control lines leads to circuits smaller than best
realizations obtained so far with respect to the number
of gates. Furthermore, the run-time can significantly be
decreased in many cases. This sometimes even enabled
the determination of exact results, where previously
introduced methods aborted due to time limitations.
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TABLE II
EXPERIMENTAL RESULTS FOR A SELECTION OF REVLIB FUNCTIONS

Positive Controls Only [6] Proposed Approach
Benchmark n d QC t d QC t ∆d ∆ QC ∆t
4gt11_incomplete_35 5 3 7 0.04 3 11 0.60 0 4 0.56
4gt12-v0_incomplete_37 5 5 32 7.39 4 40 76.28 -1 8 68.89
4gt13_incomplete_39 5 3 16 0.04 3 16 0.78 0 0 0.74
4gt4-v0_incomplete_29 5 6 46 47.64 4 44 1.30 -2 -2 -46.34
4gt4-v0_incomplete_33 5 5 28 8.84 4 41 1.60 -1 13 -7.24
4gt5_incomplete_32 5 4 30 0.15 4 44 3.58 0 14 3.43
4mod7-v0_incomplete_41 5 6 40 10.29 6 40 270.83 0 0 260.54
aj-e11_complete_74 4 – – TO 6 45 0.68 – – >2000.00
graycode6_complete_19 6 5 5 1082.90 5 5 0.16 0 0 -1082.74
ham3_complete_47 3 5 9 0.03 5 9 0.01 0 0 -0.02
miller_complete_5 3 5 17 892.79 5 23 0.01 0 6 -892.78
mod10_incomplete_78 4 6 31 0.41 4 36 <0.01 -2 5 -0.41
mod5mils_complete_26 4 5 13 0.23 3 13 0.01 -2 0 -0.22
neg_toffoli 5 4 8 <0.01 1 7 <0.01 -3 -1 0.00
one-two-three-v0_incomplete_43 3 8 41 127.45 7 56 341.29 -1 15 213.84
one-two-three-v1_incomplete_44 5 8 24 161.56 7 29 381.01 -1 5 219.45
one-two-three-v2_incomplete_45 5 8 37 174.43 7 31 305.57 -1 -6 131.14
one-two-three-v3_incomplete_46 5 8 28 293.68 7 62 310.03 -1 34 16.35
toffoli 5 1 5 <0.01 1 5 <0.01 0 0 0.00
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