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#### Abstract

Synthesis of reversible circuits is an important research area providing the basis for a design flow of this emerging technology. Recently, in the development of scalable synthesis approaches a significant step forward has been made by a hierarchical method in combination with Shannon decomposition. However, this approach leads to circuits with high costs. In this paper, we propose an alternative that additionally makes use of positive Davio and negative Davio decomposition. We show that the usage of these decomposition types offers several advantages for the synthesis of reversible circuits. Using the proposed approach, on average the number of lines can be reduced by $22 \%$, the number of gates by $\mathbf{2 2 \%}$, and the quantum cost by $\mathbf{3 2 \%}$. In the best case, even reductions of more than $\mathbf{6 0 \%}$ are possible.


## I. Introduction

Nowadays, the continuing trend towards power dissipation is proving an ever more difficult problem in the development of smaller and more efficient digital circuits. A significant part of this problem arises from the non-ideal behavior of transistors and materials. This can be tackled by higher levels of integration and new fabrication processes. However, a much more fundamental problem has already been observed by Landauer in 1961 [1]. He proved that each time information is lost, energy is dissipated regardless of the underlying technology. More precisely, exactly $k \cdot T \cdot \log 2$ Joules of energy are dissipated for each "lost" bit of information where $k$ is the Boltzmann constant and $T$ is the temperature. While this amount of power currently does not sound significant, it may become crucial considering that (1) in today's circuitry millions of operations are performed in every second (and increasing processor frequencies continue to increase this number) and (2) more operations are performed with smaller transistor sizes (i.e. in a smaller area).

As a consequence, Landauer (and later Bennett [2], Fredkin [3], Toffoli [4], and others) suggested the use of reversible circuits, i.e. circuits with an equal amount of input and output signals, whereby each input assignment maps to a unique output assignment (i.e. the function represented by the circuit is a bijection). Since reversible circuits are by definition information-lossless, power dissipation resulting from Landauer's principle, as described above, can be decreased or even eliminated. Recently, a physical implementation of reversible circuits exploiting these observations has been successfully realized [5]. Furthermore, research in this domain is continuing to gain more interest because of the recent achievements in the development of quantum circuits, where reversible circuits can also be exploited [6].

Driven by this, the development of future CAD tools for this kind of circuits is an active research area. In particular, synthesis of reversible circuits is being intensely studied. Exact approaches [7], [8], [9], [10], [11] and heuristic approaches [12], [13], [14], [15] have been introduced in the past. However, they are only applicable for functions with up to about 30 variables (see also Section III for a more detailed treatment). This is mainly caused by the fact that most of these synthesis approaches rely on a truth table description. As a consequence, a hierarchical synthesis approach [16] has recently been proposed which works on a symbolic representation of the function to be synthesized, thereby entailing the use of Binary Decision Diagrams (BDD) [17]. BDDs decompose a given function into smaller sub-functions using the Shannon decomposition. These sub-functions can be handled by the above synthesis methods. Composing the resulting sub-circuits produces a reversible circuit representing the overall function to be synthesized. In this sense, [16] provided the first method which can realize circuits for functions with more than 100 inputs - an important step towards the development of scalable synthesis approaches. However, the resulting circuits are of high cost.

In this paper, we propose an alternative hierarchical synthesis approach for reversible circuits. In contrast to [16], positive Davio and negative Davio decomposition are additionally utilized. It has been shown that the usage of positive Davio and negative Davio leads to optimization in classical circuit synthesis [18], [19], [20]. We show why the usage of these decomposition types offers several advantages during synthesis especially when working with reversible gates. Motivated by this, a hierarchical synthesis approach is introduced exploiting these benefits. Experimental results show that with our alternative, reversible circuits with $22 \%$ fewer circuit lines, $22 \%$ fewer gates, and $32 \%$ fewer quantum cost can be realized on average. In the best case, reductions of more than $60 \%$ are possible. The algorithm is public available in the RevKit toolkit [21].

The remainder of this paper is structured as follows. Section II provides the background on reversible circuits while Section III briefly reviews recently introduced synthesis approaches. Afterwards, the application of positive Davio and negative Davio decomposition is motivated in Section IV leading to an alternative synthesis approach presented in Section V. Finally, experimental results obtained by the proposed approach are reported in Section VI and the paper is concluded in Section VII, respectively.


Fig. 1. Toffoli gate and Toffoli circuit

## II. Reversible Circuits

Reversible circuits are digital circuits with the same number of input signals and output signals. Furthermore, reversible circuits realize bijections only, i.e. each input assignment maps to a unique output assignment. Accordingly, computations can be performed in both directions (from the inputs to the outputs and vice versa).

Reversible circuits are composed as cascades of reversible gates. The Toffoli gate [4] is widely used in the literature and also considered in this paper. A Toffoli gate over the inputs $X=\left\{x_{1}, \ldots, x_{n}\right\}$ consists of a (possibly empty) set of control lines $C=\left\{x_{i_{1}}, \ldots, x_{i_{k}}\right\} \subset X$ and a single target line $x_{j} \in X \backslash C$. The Toffoli gate inverts the value on the target line if all values on the control lines are assigned to 1 or if $C=\emptyset$, respectively. All remaining values are passed through unaltered.

Example 1: Fig. 1(a) shows a Toffoli gate drawn in standard notation, i.e. control lines are denoted by $\bullet$, while the target line is denoted by $\bigoplus$. A circuit composed of several Toffoli gates is depicted in Fig. 1(b). This circuit maps e.g. the input 101 to the output 010 and vice versa.

To measure the cost of a reversible circuit, different metrics are applied (sometimes depending on the addressed technology). In particular, the number of circuit lines, the number of gates, and quantum cost [22] are considered in the literature. The latter considers gates with more control lines to be more costly. For example, a Toffoli gate with no or only one control line has quantum cost of 1 , while a Toffoli gate with two control lines has quantum cost of 5 .

## III. Recent Synthesis Approaches

In the last years, synthesis of reversible circuits has been intensely considered resulting in dozens of different approaches. Exact synthesis methods determine a minimal solution with regard to a cost metric, e.g. the number of gates or quantum cost, respectively. Methods based on a depth-first traversal [7], group theory [8], reachability analysis [9], Boolean satisfiability [11], and Quantified Boolean functions [10] have been proposed. However, since ensuring minimality causes an enormous computational overhead, all these approaches are only applicable to functions with up to six variables.

In contrast, heuristic methods enabled the synthesis of larger functions. Here, in particular the transformation-based approach introduced in [12] is of interest. The basic idea of this approach is to traverse each line of the truth table (representing the function $f$ to be synthesized) and add gates to the circuit until the output values match the input values (i.e. until the identity is achieved). Gates are thereby chosen so that they
do not alter already considered truth table lines. This strategy has been adopted and further extended leading to approaches that additionally incorporate decision diagrams [13], positivepolarity Reed-Muller expansion [14], or Reed-Muller spectra [15]. However, even with these extensions only functions with up to about 30 variables can be synthesized.

To overcome this limitation, hierarchical synthesis approaches provide a solution. Here $f$, the (possibly very large) function to be synthesized, is decomposed into smaller subfunctions. This decomposition is repeatedly applied until the respective sub-functions evaluate to a constant. Then, for each decomposition, a sub-circuit representing this operation can be synthesized. By composing all sub-circuits, a circuit representing the desired function $f$ results.

Recently, an approach applying such a scheme has been introduced in [16]. Shannon decomposition has been thereby applied, whereby the sub-functions are the corresponding cofactors of $f$, i.e.

$$
f=\bar{x}_{i} \cdot f_{x_{i}=0}+x_{i} \cdot f_{x_{i}=1}
$$

where $f_{x_{i}=0}\left(f_{x_{i}=1}\right)$ is the negative (positive) co-factor of $f$ obtained by assigning $x_{i}$ to 0 (1).

For this purpose, Binary Decision Diagrams (BDDs) [17] have been utilized. A BDD is a directed graph $G=(V, E)$ where each terminal node represents the constant 0 or 1 and each non-terminal node represents a (sub-)function. Each nonterminal node $v \in V$ has thereby two succeeding nodes $\operatorname{low}(v)$ and $\operatorname{high}(v)$. If $v$ is representing the function $f$ and labeled with the variable $x_{i}$, then the corresponding sub-functions represented by the succeeding nodes are the co-factors $f_{x_{i}=0}$ (low $(v)$ ) and $f_{x_{i}=1}(\operatorname{high}(v)$ ). Thus, a BDD naturally exposes the Shannon decomposition and therefore can be used for hierarchical synthesis. Having a BDD representing a function $f$ as well as its sub-functions derived by Shannon decomposition, a reversible circuit for $f$ can be obtained as shown by the following example.

Example 2: Figure 2(a) shows a BDD representing the function $f=\bar{x}_{1} \bar{x}_{2} \bar{x}_{3} x_{4}+\bar{x}_{1} x_{2} x_{3} \bar{x}_{4}+x_{1} \bar{x}_{2} x_{3} \bar{x}_{4}+x_{1} x_{2} \bar{x}_{3} x_{4}$ as well as the respective co-factors resulting from the application of the Shannon decomposition. The co-factor $f_{1}$ can easily be represented by the primary input $x_{4}$. Having the value of $f_{1}$ available, the co-factor $f_{2}$ can be realized by the first two gates depicted in Fig. 2(b) ${ }^{1}$. In this manner, respective subcircuits can be added for all remaining co-factors until a circuit representing the overall function $f$ results. The remaining steps are shown in Fig. 2(b).

That is, to realize (possibly large) functions, decomposition is applied leading to smaller sub-functions for which existing synthesis approaches can be applied. Then, the resulting subcircuits can be composed to realize the overall function. As can be seen, this method sometimes requires additional circuit lines with constant inputs in order to preserve (temporary) values. For example, as already shown above, an additional line is required to realize the co-factor $f_{2}$ without losing the
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Fig. 2. Example for BDD-based synthesis
input value $x_{4}$ (which is still needed to realize $f_{3}$ ). A similar issue occurs for the co-factor $f_{5}$. Here, the values of $f_{2}$ and $f_{4}$ have to be preserved since they are still needed later to realize co-factor $f_{6}$. Despite this "overhead", the approach enables synthesis of functions with more than 100 variables for the first time.

## IV. Applying <br> Positive and Negative Davio Decomposition

Besides Shannon, further decompositions of Boolean functions exist. In particular, positive Davio and negative Davio decomposition defined by

$$
\begin{aligned}
& f=f_{x_{i}=0} \oplus x_{i} \cdot f_{x_{i}=2} \\
& f=f_{x_{i}=1} \oplus \bar{x}_{i} \cdot f_{x_{i}=2}
\end{aligned}
$$

(pos. Davio)
(neg. Davio)
with $f_{x_{i}=2}=f_{x_{i}=0} \oplus f_{x_{i}=1}$ have been established in the past ${ }^{2}$. For certain types of functions they allow more compact decompositions than the Shannon method, i.e. they enable to decompose a given function into a smaller number of different sub-functions (see e.g. [24]). Besides that, in particular for synthesis of reversible circuits these decomposition types provide some interesting properties.
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Fig. 3. Reversible circuits realizing different decompositions

To illustrate this, consider Fig. 3 showing the minimal circuits representing the Shannon decomposition, (i.e. computing $f=\bar{x}_{i} \cdot f_{x_{i}=0}+x_{i} \cdot f_{x_{i}=1}$ ) and positive Davio decomposition (i.e. computing $f=f_{x_{i}=0} \oplus x_{i} \cdot f_{x_{i}=2}$ ), respectively. While for the Shannon decomposition two gates (and quantum cost of 6 ) are required, the positive Davio decomposition can be realized by one single gate (and quantum cost of 5) only. Furthermore, applying positive Davio, the value of $f_{x_{i}=2}$ is preserved. Thus, the additional circuit lines needed to preserve the respective values (such as those in the example of Fig. 2) can be saved.

Taking all this into account, it is worth considering positive and negative Davio decomposition in the context of hierarchical synthesis of reversible circuits since

- for certain functions they enable decomposing a given function into a smaller number of different sub-functions,
- in many cases they enable more compact realizations as reversible circuits, and
- they enable the preservation of the values of some cofactors without additional circuit lines so that the overall line count can be kept small.
In the next section, a hierarchical synthesis approach is introduced that utilizes positive and negative Davio decomposition and, thus, exploits these advantages.


## V. Synthesis Approach

Based on the observations from the previous section, a new hierarchical synthesis approach is derived which additionally utilizes positive Davio and negative Davio decomposition. To efficiently perform the respective decompositions Kronecker Functional Decision Diagrams (KFDDs) [25] are applied. Similar to BDDs, KFDDs provide an efficient data-structure for the representation of Boolean functions. Additionally, KFDDs enable the decomposition of a (sub-)function not only with respect to Shannon but also with respect to positive and negative Davio.

Therefore, a decomposition type is assigned to each variable of the corresponding Boolean function. To obtain the function $f$ represented by a node $v$ the formula $f=\operatorname{low}(f) \oplus$ $x_{i} \cdot \operatorname{high}(f)$ is used for positive Davio decomposition and $f=\operatorname{low}(f) \oplus \bar{x}_{i} \cdot \operatorname{high}(f)$ is used for negative Davio decomposition, respectively, where $\operatorname{low}(f)$ and $\operatorname{high}(f)$ are the functions represented by the descending nodes of $v$.

Having available a KFDD $G=(V, E)$ representing the function to be synthesized, the following steps are performed.

1) The KFDD is traversed in a depth-first manner, i.e. each node $v \in V$ is visited.


Fig. 4. Reversible cascades representing the different decompositions
2) For each node $v$, a cascade of reversible gates representing the respective co-factor is generated. Temporary values from previously traversed nodes (or co-factors, respectively) are thereby utilized.
3) Finally, all generated sub-circuits are composed.

Depending on the decomposition type applied to the respective nodes, different cascades result in Step 2. Fig. 4 lists the most frequent cases which may occur in the proposed approach ${ }^{3}$. Note thereby that some structures only occur for certain decomposition types. For example, Case 5 and Case 6 only occur if Davio decomposition is applied. Similarly, Case 7, Case 8, and Case 9 is possible with Shannon decomposition only.
Example 3: Figure 5(a) shows a KFDD representing the function $f=\bar{x}_{1} \bar{x}_{2} \bar{x}_{3} x_{4}+\bar{x}_{1} x_{2} x_{3} \bar{x}_{4}+x_{1} \bar{x}_{2} x_{3} \bar{x}_{4}+x_{1} x_{2} \bar{x}_{3} x_{4}$ from Example 2. Positive Davio decomposition is applied to each node. Traversing the data-structure as described above, first the co-factor $f_{1}$ is considered. This can be represented by the primary input $x_{4}$. Then, the co-factor $f_{2}$ can be realized (Case 3 from Fig. 4). Continuing this process until the depth first-traversal is completed all resulting sub-circuits can be composed. This leads to the final circuit depicted in Fig. 5(b) and representing the desired function $f$.
As shown by the example, using the proposed approach a more compact reversible circuit can be realized for the


Fig. 5. Example for synthesis exploiting Davio decomposition

[^2]TABLE I
Gate count and quantum cost of different realizations

| Case | Shannon |  | pos. Davio |  | neg. Davio |  |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | Gates | Cost | Gates | Cost | Gates | Cost |
| 1 | 2 | 6 | $\mathbf{1}$ | $\mathbf{5}$ | 2 | 6 |
| 2 | 3 | 11 | $\mathbf{2}$ | $\mathbf{6}$ | 3 | 7 |
| 3 | 3 | 7 | $\mathbf{2}$ | $\mathbf{2}$ | $\mathbf{2}$ | $\mathbf{2}$ |
| 4 | 2 | 6 | $\mathbf{1}$ | $\mathbf{5}$ | 2 | 6 |
| 5 | - | - | 2 | 6 | 1 | 5 |
| 6 | - | - | 1 | 1 | 1 | 1 |
| 7 | 2 | 6 | - | - | - | - |
| 8 | 1 | 5 | - | - | - | - |
| 9 | 1 | 1 | - | - | - | - |

considered function. More precisely, the number of lines is reduced by 2 , the number of gates by 5 , and the quantum cost by 17 for this simple example. However, also in general, the proposed approach leads to circuits more likely to be compact. Besides the fact that certain functions can often be decomposed into a smaller number of different sub-functions, in particular this is caused by the more compact realizations which are possible if Davio decomposition is applied.

To further illustrate this, Table I compares the resulting gates and quantum cost for the respective cases (according to Fig. 4). Even if this comparison is only an approximation (since according to the decomposition type, the respective cofactors are completely different), a clear trend can be observed: The positive Davio decomposition usually can be realized with a significantly smaller number of gates and costs, respectively. Sub-circuits representing the negative Davio decomposition are also more compact than their Shannon equivalent.

The experimental evaluation in the next section confirms these general observations by showing that significant improvements can be achieved using the proposed method.

## VI. Experimental Evaluation

To evaluate the proposed approach, the hierarchical synthesis method introduced in the last section has been implemented in C++ using RevKit [21] and compared to an implementation exploiting Shannon decomposition only (based on the concepts of [16]). Therefore, the CUDD package [26] has been used to perform the respective decompositions for BDDs and the PUMA decision diagram package [27] has been used to perform the respective decompositions for KFDDs. Standard optimization techniques (e.g. sifting [28]) have been thereby utilized. Benchmarks from the LGSynth package have been used. All experiments have been carried out on an Intel Core 2 Duo 2.26 GHz with 3 GB of main memory.

Table II lists the resulting numbers. The first column denotes the name of the considered functions. The following columns give the respective number of lines (Lines), the number of gates (Gates), the resulting quantum cost (Cost), the number of sub-functions (or nodes respectively) resulting from the decomposition (Nodes), as well as the run-time (Time, in seconds). It is thereby distinguished between the results obtained by the method from [16] (where Shannon decomposition only is applied) and the proposed method, where all three decompositions are applied. The differences are reported in the rightmost columns.

First of all, it can be concluded that run-time is negligible for all considered benchmarks. That is, performing the decompositions and adding the respective sub-circuits can be done very quickly.

Besides that, the results confirm the major assumptions made in Section IV. Using Davio decomposition enables the decomposition of the majority of the functions into a smaller number of different sub-functions (as can be seen by comparing the number of nodes). That is, a smaller number of sub-functions has to be realized and, thus, a smaller number of sub-circuits has to be composed, respectively.
Furthermore, the generally more compact realizations of the respective decompositions pay off. As a special case, consider the function apex4. Even though the number of nodes increases, i.e. Davio decomposition leads to more subfunctions in this case (which is an exception from the previous observation), the quantum cost can be significantly reduced. This is because the additional overhead is compensated by the much more compact realization of the Davio decomposition.

Overall, these two aspects in particular are the reasons why, in the majority of the cases, significantly smaller reversible circuits can be synthesized using the proposed approach. Only the circuits for the functions ex4p, sao2, and table3 are exceptions. Additionally, for a small number of benchmarks (e.g. cordic, rd73, or vg2) only some of the cost criteria (e.g. the quantum cost) can be improved while, for the other, some increases are reported. Nevertheless, all these increases are marginal. In contrast, over all circuits, the number of lines can be reduced by $22 \%$, the number of gates by $22 \%$, and the quantum cost by $32 \%$ on average. In the best case (i.e. for seq) reductions of $57 \%$ (lines), $57 \%$ (gates), and even $65 \%$ (quantum cost) can be achieved, respectively.

## VII. Conclusion

In this paper, we introduced an alternative hierarchical synthesis approach based on positive and negative Davio decomposition. In comparison with Shannon decomposition, this leads to the following advantages: (1) certain functions can be decomposed into a smaller number of sub-functions, (2) the respective decompositions can be realized with smaller costs, and (3) more values are implicitly preserved keeping the number of additional circuit lines small. Overall, using the proposed approach, on average, the number of lines can be reduced by $22 \%$, the number of gates by $22 \%$, and the quantum cost by $32 \%$. In the best case, even reductions of more than $60 \%$ are possible.
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[^0]:    ${ }^{1}$ Note that an additional circuit line is added to preserve the values of $x_{4}$ and $x_{3}$ which are still needed by the co-factors $f_{3}$ and $f_{4}$, respectively.

[^1]:    ${ }^{2}$ In fact, it has been proven that Shannon, positive Davio, and negative Davio decomposition are sufficient to efficiently decompose Boolean functions [23].

[^2]:    ${ }^{3}$ Due to page limitations, cases including e.g. complement edges are omitted.

